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Abstract: Complexation-induced changes in 1H NMR chemical shift have been used
to determine high-resolution three-dimensional structures of supramolecular com-
plexes. The approach has been validated for a system in which the X-ray crystal
structure of the complex can be compared with the optimised NMR structure, and
the agreement is remarkably good (rmsd� 0.37 �). Determination of the solution
structure of an H-bonded zipper complex is used to demonstrate the power of the
approach in systems for which alternative tools for structure determination are not
useful.

Keywords: computer chemistry ´
genetic algorithm ´ NMR
spectroscopy ´ ring current ´
structure elucidation ´ supra-
molecular chemistry

Introduction

Structure determination remains a major problem in supra-
molecular chemistry. If complexes are sufficiently stable, then
it is often possible to obtain high-resolution structural
information by means of X-ray crystallography in the solid
state. However, it is extremely difficult to crystallise more
weakly bound complexes, and for these systems the solid-state
structure may not reflect the situation in solution.[1] The
solution-phase method that has proved most useful for
obtaining structural information on supramolecular com-
plexes is 1H NMR. Intermolecular NOEs provide information
about protons that are close in space, and complexation-
induced changes in chemical shift (CIS) provide information
about functional-group interactions, for example, interactions
with aromatic rings or hydrogen-bonding sites. With a few
notable exceptions,[2±6] NOE and CIS data are generally used
in a qualitative manner to produce low-resolution pictures of
the structures of intermolecular complexes. Some attempts
have been made to quantitate NOE data to provide more
accurate structural information, but this approach is limited
by the number of NOEs that can be observed in low molecular
weight often symmetrical supramolecular systems. In this
paper, we discuss a quantitative approach to the use of CIS
data in supramolecular structure determination. In the field of
protein NMR structure determination, quantitative methods
have been developed to use folding-induced changes in

1H NMR chemical shift in the structure optimisation proc-
ess,[7±12] and we have found that these methods show consid-
erable promise for obtaining high-resolution three-dimen-
sional structures of supramolecular complexes in solution.

Computational Methods

We have adapted the approach of Williamson and Asakura who have
developed a method for predicting the chemical shifts of protons in
proteins.[8, 9, 11, 12] The main points are reiterated here.

The chemical shift of a proton is given by Equation (1). For CIS values,
clearly sdiamagnetic is irrelevant, since the covalent connectivity of the system
is unaltered on complexation. It is the other three terms which concern us,

s� sdiamagnetic�sanistropy�selectric field�sring current (1)

and these can be calculated by the use of models from the literature. In the
current work, we deal with amides and aromatic rings, but the method
could be generalised to other functional groups. For amides, the anisotropy
effect of the C�O and CÿN bonds is given by Equation (2). The values of
Dc1 and Dc2 used were ÿ25.7� 10ÿ30 cm3 and ÿ13.5� 10ÿ30 cm3 for the
C�O bond and ÿ20.6� 10ÿ30 cm3 and ÿ13.2� 10ÿ30 cm3 for the CÿN
bond.[13, 14] The other parameters are defined in Figure 1a. The electric field
effect of the amide group was calculated according to Equation (3).

sanistropy� (1/3r3) [Dc1(1ÿ 3cos2q)�Dc2(1ÿ 3sin2q sin2g)] (2)

selectric field� e1 {S(qi/r2
i )cosqi}� e2 [{S(qi/r2

i )cosqi}2� {S(qi/r2
i )sinqi}2] (3)

The values of e1 and e2 used here were ÿ2.0� 10ÿ12 esu and ÿ1.0�
10ÿ18 esu.[14] The charges, q, were ÿ1.980 for the amide oxygen, �1.365
for the carbon, ÿ1.133 for the nitrogen and �0.988 for the hydrogen.[15]

The other parameters are defined in Figure 1b.

The ring current shifts were calculated by means of the Haigh-Mallion
model [Eq. (4)].[16] The value of B used here was 5.46� 10ÿ6 �, and f is the
ring current intensity factor: 1.0 for six-membered rings and 0.55 for five-
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membered rings.[7] The other parameters are defined in Figure 1c. Thus the
CIS is given by Equation (5).

sring current� fB{Ssij(rÿ3
i � rÿ3

j )} (4)

Dd�sanistropy� selectric field�sring current (5)

We wrote a simple Fortran program to calculate these CIS values, Dd. This
program operates in two different modes: it can be used to calculate CIS
values for a given input structure (or set of structures) of the complex (fixed
mode); or it can be used to perform a conformational search to determine
the three-dimensional structure of a complex for which the calculated CIS
values best match a set of experimentally determined CIS values (search
mode). These operations are described in detail below.

Fixed mode : We used two input files: an atom-label file that contained
information about atoms which belong to amide groups and aromatic rings,
magnetically equivalent molecules and protons, and the experimentally
observed CIS values; and a Macromodel structure file or multi-structure
file that contained the structure(s) to be evaluated.[17] For each structure in
the Macromodel input file, Equations (2) ± (5) were used to calculate Dd

for each proton in the complex. The values for magnetically equivalent
protons were then averaged. The difference between the experimental CIS
value and the calculated value was determined for each NMR signal, and
the root mean square (RMS) difference between the calculated and
experimental CIS values, RDd , provided a quantitative measure of how
closely the structure in the Macromodel input file matched the structure of
the complex in solution. The output files contained Dd for each proton, the
averaged value for magnetically equivalent protons, the difference between
that value and the experimental CIS, and the overall RMS difference.
When the Macromodel input file was a multi-structure file, the structures
were ranked based on RDd , so that it was straightforward to locate the
structure for which the calculated CIS value best matched the experimental
value. For example, the multi-structure output file from a molecular
mechanics conformational search can be tested for how well the structures
agree with the NMR CIS data.

Search mode : A genetic algorithm was used to minimise the RMS
difference between the calculated and experimental CIS values, RDd , as a
function of the relative position and orientation of the molecules and the
internal torsion angles. The genetic algorithm (GA) was implemented with
the use of the SUGAL program package.[18] SUGAL provides a generic set
of routines that simulate most of the common GA methods.[19, 20] This
allowed us to experiment extensively with the set up of the GA in order to
optimise the speed and accuracy of the search procedure. In order to use a
genetic algorithm, it is necessary to define a fitness function and coding for
the problem. The fitness function is defined such that a high fitness value
corresponds to a good solution. The coding is used to construct binary
chromosomes that represent possible solutions to the problem, each with a
distinct fitness. The GA then uses crossover and mutation operations on the
chromosomes in order to evolve solutions of high fitness.[20]

The GA attempts to maximise the fitness, and a good solution will have a
small RDd value, so the fitness function was defined as Rexpt/RDd , in which
Rexpt is the RMS of the experimentally observed CIS values. The
chromosomes coded for a set of intermolecular variables (the three global

rotations and three global translations for each molecule to be moved) and
a set of intramolecular variables (the internal torsion angles to be varied).
The variables were all coded as integers in the binary chromosome in order
to provide a compact representation. Conversion of the code to a fitness
value then required the integer variables to be read from the chromosome
and converted to angles or distances. Three types of input file were used: an
atom-label file as in the fixed mode; a Macromodel structure file for each
molecule in the complex (here only two molecules are considered); a file
which specifies the torsion angles that are to be varied, the molecules that
are to be moved and any constraints (see later). For any given chromosome,
the intramolecular variables were used to change the internal torsion
angles by the specified amount, and the intermolecular variables were used
to specify the relative positions and orientations of the individual molecules
in the complex. The Dd values were then calculated as in the fixed mode to
give RDd .

The size of the integers used in the coding determines the resolution of the
search. If each integer is coded as a four bit string, fifteen possible integers
are possible (from ÿ7 to �7) and hence fifteen values of each angle or
distance are sampled. We generally used eight bit integers, giving a total of
255 possible values. Typically the intermolecular distance was searched in
the range �10 �, which implies that it was sampled at increments of
0.08 �, and a �1808 range for the rotations gave increments of 1.48. The
resolution can be increased by increasing the length of the chromosomes
(which slows the search down) or restricting the size of the search space. A
rank-based generational GA was used with a population of typically 100
chromosomes. In each generation, all but the fittest chromosome could be
replaced, subject to the restriction that new chromosomes could enter the
population only if they were better than the worst current member. This
ensured that the mean fitness did not decrease during the optimisation. The
reproduction operators used were single-point crossover and uniform
mutation.[18] The mutation operator was allowed to mutate integers over
the full range of accessible values with an average of one mutation per
chromosome. Rank-based selection was used to reduce the possibility of
premature convergence: chromosomes were selected for reproduction
based on their relative rank within the population rather than their
absolute fitness.[19] This was achieved by the use of rank-linear normal-
isation with a bias of 5, so that the fittest chromosome was given a ranked
fitness five times larger than that of the least fit chromosome, with the
remainder spaced evenly between. The total fitness was then normalised.
Annealing was also used to maintain diversity in the population: annealing
allows inferior chromosomes to enter the population if the factor
exp{ÿ (foldÿ fnew)/Tanneal} is greater than a randomly generated number
between 0 and 1; fold and fnew are the fitnesses of the chromosomes and
Tanneal is the annealing temperature.[18] A high annealing temperature allows
chromosomes of very low fitness to enter the population and hence
maintains population diversity during the run. Diversity is essential to
ensure that all regions of the solution space are explored. The annealing
temperature was set at 500 in all runs.

The size of the search space was set to ensure that all possible complex
conformations could be sampled, for example, the intermolecular distance
was typically searched in the range �10 � even though many conforma-
tions within this range will not be good candidate solutions. If the molecules
are not in van der Waals contact, it is unlikely that a change of torsion
angles will improve RDd , and so the searches converged very slowly. There
are two solutions to this problem: restrict the search space by introducing
interatomic distance constraints or once a reasonable structure has been
found, restart the GA and perform a local search in the region of this
structure. Both strategies have been implemented as described below.

Three types of distance constraint were introduced to restrict the search
space: user defined interatomic distances, NOE constraints and van der
Waals (VDW) clashes. Interatomic distance constraints can be used for
example for cyclic systems, in which one bond is allowed to break in order
to let the conformation of the ring vary freely. The constraint discriminates
against structures that do not bring the atoms involved within bonding
distance to enable ring closure. An optimum value for the interatomic
distance, dcon , was specified along with a range,�e, in which no penalty was
incurred. If this constraint was violated, the penalty term in Equation (6)
was added to RDd , in which dij is the distance between the two constrained
atoms in the structure.

Penalty� {(dijÿ dcon)/e}2 (6)

Figure 1. Definition of parameters used in the calculation of CIS values.
a) Parameters for calculation of bond anisotropy effects, illustrated for an
the amide carbonyl group. We used values of d of 1.10 � for the amide C�O
bond and 1.13 � for the amide CÿN bond.[14] b) Parameters for calculation
of electric field effects, illustrated for an amide carbonyl group. c) Param-
eters for calculation of ring current effects.
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NOE constraints dramatically improve the speed with which conforma-
tional searches converge, because they impose a significant restriction on
the size of the conformational space to be searched. In this case, a
maximum allowed separation, dNOE, was defined for the two protons
involved. The interatomic distance was calculated for all magnetically
equivalent pairs of protons, and the shortest separation in this set of
distances, dmin, was found. If dmin< dNOE, then the constraint was satisfied
and no penalty was applied. If this constraint was violated, the penalty term
in Equation (7) was added to RDd .

Penalty� (dminÿ dNOE)2 (7)

For the VDW clash constraints, two distances were specified: the minimum
allowed separations for non-hydrogen atoms, dinter for intermolecular
clashes and dintra for intramolecular clashes. If the distance between any two
non-hydrogen atoms dij was less than the relevant constraint, the penalty
term in Equation (8) was added to RDd . Typically, values of 2 � and 1 �
were used for dinter and dintra , respectively, so that only severe VDW clashes
were eliminated, and the search space was not biased by the choice of these
values. To avoid problems with very short interatomic separations, the
maximum value for the VDW penalty was fixed at 100.

Penalty� 10/dij (8)

A windowing procedure was also implemented to improve the convergence
of the search and the resolution of the final structure. For example, the GA
was started from a random conformation for which the intermolecular
distance varied between �10 � and the orientation angles between �1808.
When the fitness reached 2 (i.e., RDd/Rexpt� 0.5), the search space was
halved in all dimensions, and the GA was restarted from the optimum
structure from the previous run. This was repeated when the fitness reached
4, 8, 16 and so on. The effect was to reduce the search space at every restart
and improve the resolution of the structure. No stopping condition was
placed on the calculation except the number of generations, which was
typically set to 500. In our experience, a fitness of 10 or more corresponds to
a good solution.

It is of interest to consider the size of search space that the GA is exploring
and whether we could use any other optimisation technique to tackle this
problem. The problem is made discrete by using an integer representation
for the angles and distances. If we consider the case in which there are 10
intramolecular torsion angles, this gives us a total of 16 variables. If we use
an eight bit integer representation, this gives 255 possible values for each
variable and hence (255)16 possible conformations to explore. This is of the
order of 1038 conformations, a number far too large for an exhaustive
search. Genetic algorithms, however, have been shown to perform
extremely well on problems in which the search space increases exponen-
tially with the number of variables.[20] We have also found that RDd shows
large changes for relatively small conformational motions, so the fitness
landscape is quite flat with a spike corresponding to the optimum structure.
Genetic algorithms are ideally suited to the optimisation of such functions,
where standard optimisation techniques such as simplex or analytic
derivative methods would struggle. Hence, both the size of the search
space and the nature of the function to be optimised favoured the use of a
genetic algorithm. By optimising the precise set up of the genetic algorithm,
we have been able to implement an efficient search method which would be
difficult by other means.

Results and Discussion

Evaluation of the method : We tested the approach on a
simple supramolecular complex, for which we have both a
high-resolution three-dimensional structure from X-ray crys-
tallography and accurate 1H NMR CIS values in solution
(Figure 2, Table 1).[21] This complex contains only the func-
tional groups discussed above, and the molecules are rela-
tively rigid, so it makes an ideal test case. Using the X-ray
crystal structure geometry and the fixed mode described
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Figure 2. The complex formed between a macrocyclic tetraamide receptor
and glycine anhydride in chloroform. Intermolecular NOEs identified in
ROESY experiments and the proton labelling scheme are shown.

above, we calculated an RDd value of 0.044 ppm (Table 1). The
glycine anhydride CH2 signal gave the largest error in Dd of
0.3 ppm. This discrepancy reflects approximations inherent in
the method: the experimental CIS values are the time-
average of all conformations thermally accessible to the
complex at room temperature, and we have calculated CIS
values for a single rigid structure; the calculations use
approximate models and a set of empirical parameters from
the literature.

However, the calculated CIS values are extremely sensitive
to very small changes in conformation. We therefore used the
search mode to find the structure for which the calculated CIS
values provide the best match to the experimental values for
this complex. The two individual molecules were constructed
with Macromodel and the energy was minimised with the
MM3 force-field.[17] These two structure files were then used
as the input starting structures for the conformational search.
The molecules were allowed to translate (�10 �) and rotate
(�1808) relative to one another, and the only torsions that
were allowed to vary (�1808) were those which permitted
rotation of the four aromatic side walls of the host along their
axis as shown in Figure 3. The three NOE constraints shown in
Figure 2 were introduced with dNOE set to 5 �. With a
population of 50, a windowed search converged to a fitness
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Figure 3. Torsion angles that are allowed to vary in the GA conformational
search on the macrocycle complex shown in Figure 2. All four symmetry-
related xylyl groups are allowed to rotate on their axes by allowing coupled
changes in two torsion angles as indicated.

Table 1. Complexation-induced changes in chemical shift [ppm] in chloro-
form for the macrocycle complex in Figure 2 (see Figure 2 for proton
labelling scheme).

Proton Experiment X-Ray crystal structure NMR structure

a � 1.50 � 1.42 � 1.48
b 0.00 ÿ 0.07 ÿ 0.05
c � 0.04 � 0.03 � 0.01
d ÿ 1.19 ÿ 1.11 ÿ 1.18
e ÿ 1.19 ÿ 1.47 ÿ 1.18
RDd ± 0.044 0.013
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of greater than 32 after 2020
generations giving the structure
shown in Figure 4 (RDd�
0.013 ppm). The Dd values for
individual signals are listed in
Table 1: all agree with the ex-
perimental values to within
0.1 ppm. An overlay of the
optimised NMR structure and
the X-ray structure shows very
good agreement (Figure 4). If
the cyclohexyl rings, which are
on the outside of the complex
and not defined by the NMR data, are excluded, the RMS
difference between the non-hydrogen atom positions is only
0.37 �.

Although the CIS values calculated for the X-ray structure
do not exactly match the experimental values, the exper-
imental CIS values can be used to dock the two molecules
together to obtain a high-resolution structure that is in very
good agreement with the X-ray structure. The reason is that a
small deviation in geometry produces a large change in the
calculated CIS value. Thus it appears that NMR CIS data can
be used to determine the three-dimensional structure of
complexes of this type to a reasonably high degree of
accuracy.

Application to structure determination : We now address the
problem of structure determination. We originally started this
work in an effort to solve a real structure determination
problem in our laboratory. We have been working on
the supramolecular zipper system shown in Figure 5 for
some years.[22±24] Evidence for the structure was obtained from
limiting CIS values from 1H NMR titrations (Table 2),
intermolecular NOEs (Figure 5a) in deuterochloroform

and the X-ray crystal structure of a model com-
pound that represents one half of the zipper complex (Fig-
ure 5b).

Figure 4. Two different views of the optimised NMR structure of the macrocycle complex superimposed on the X-ray crystal structure. The RMS difference
in the positions of the non-hydrogen atoms (excluding the cyclohexyl groups) is 0.37 �.
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Figure 5. a) The structure of the zipper complex deduced from the CIS values in Table 2 and the intermolecular
NOEs indicated. The proton labelling scheme is also shown. b) Illustration of the intermolecular interactions
present in the X-ray crystal structure of a related model compound.

Table 2. Complexation-induced changes in chemical shift [ppm] in chloro-
form for the zipper complex in Figure 5 (see Figure 5 for proton labelling
scheme).

Molecular mechanics structures
Proton Experiment MM3 AMBER OPLS NMR structure

a ÿ 0.07 ÿ 0.05 0.00 0.00 ÿ 0.04
b ÿ 0.51 ÿ 0.52 ÿ 0.23 ÿ 0.20 ÿ 0.46
c ÿ 0.26 ÿ 0.31 ÿ 0.09 � 0.05 ÿ 0.24
d � 1.13 � 1.07 ÿ 0.06 � 0.17 � 1.13
e ÿ 0.03 ÿ 0.06 ÿ 0.06 ÿ 0.09 ÿ 0.01
f � 0.22 � 0.04 ÿ 0.08 ÿ 0.08 � 0.19
g � 0.06 � 0.16 ÿ 0.05 ÿ 0.07 � 0.09
h ÿ 0.01 � 0.09 ÿ 0.14 ÿ 0.11 0.00
i ÿ 0.15 ÿ 0.09 ÿ 0.09 ÿ 0.07 ÿ 0.16
j ÿ 0.04 � 0.08 � 0.13 � 0.15 � 0.05
k � 1.39 � 0.87 � 1.12 � 1.29 � 1.39
l � 0.04 ÿ 0.11 ÿ 0.24 ÿ 0.16 ÿ 0.04
m ÿ 0.42 ÿ 0.95 ÿ 1.17 ÿ 0.95 ÿ 0.42
n ÿ 1.63 ÿ 1.93 ÿ 1.27 ÿ 1.10 ÿ 1.65
RDd 0.036 0.066 0.057 0.010
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We also used Macromodel to carry out Monte Carlo
conformational searches on this complex with three different
force fields, MM3, AMBER and OPLS, using the continuum
dielectric model for chloroform solvation (these force fields
are possibly not the best that can be applied to this system, but
they are the standards available in the Macromodel pack-
age).[17] The optimum MM3 structure is similar to that shown
in Figure 5 with four edge-to-face aromatic interactions and
two hydrogen-bonds (Figure 6a), but OPLS and AMBER
produce a different structure, which is shown in Figure 6b.
There are still two hydrogen bonds, but the aromatic rings are
twisted to give three stacking interactions with the fourth pair
of aromatic rings separated by a large distance. OPLS and
AMBER do find the MM3 structure, but it is 18 kJ molÿ1

above the OPLS optimum structure and 14 kJ molÿ1 above
the AMBER optimum structure. The difference between the
two structures in Figure 6 is not enormous, but for our
purposes it was significant. We have been using the zippers to
measure the magnitudes of the two terminal aromatic
interactions using chemical double-mutant cycles.[25±27] The
thermodynamic analysis strongly suggested that both inter-
actions contribute 1.0 ± 1.5 kJ molÿ1 to the free energy of
complexation, but the OPLS/AMBER structure cast some
doubt on what we were actually measuring. How then can we
distinguish between the two possible conformations?

In principle, NOE data could resolve the problem. We have
not carried out a quantitative NOE experiment to derive
distances, but Table 3 shows that this might be difficult to
achieve. Short inter-proton distances are listed for the two

types of structure. All of the short contacts in the MM3
structure (Figure 7a, entries a ± n in Table 3) are also short
contacts in the OPLS/AMBER structure, and so the NOEs
that are actually observed are consistent with both structures
(see bold-face entries in Table 3). There are some very short
contacts in the OPLS/AMBER structure that do not occur in
the MM3 structure (Figure 7b, entries w ± z in Table 3). These
NOEs are not observed experimentally, which is encouraging

Figure 6. Two different views of the molecular mechanics structures of the zipper complex. a) The optimum MM3 structure. b) The optimum AMBER/
OPLS structure.

Table 3. Inter-proton distances [�] in the zipper complexes (see Figure 7
for NOE labelling scheme). The distances in the OPLS structure are very
similar to those listed for the AMBER structure.

NOE MM3 structure AMBER structure

a 5.1 5.0
b 4.6 4.7
c 2.7 3.1
d 4.2 4.2
e 2.5 2.0
f 2.9 2.8
g 4.0 3.7
h 2.6 2.5
i 5.1 5.4
j 3.2 3.5
k 3.5 3.7
l 3.1 3.1
m 3.0 2.6
n 2.8 2.5
w 3.4 3.0
x 4.5 3.9
y 5.1 2.1
z 6.1 2.6
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but does not provide very strong evidence for the MM3
structure.

We therefore turned to the CIS values, since there is a clear
difference in the way the aromatic rings interact, and this
should manifest itself in a difference in the ring-current-
induced changes in chemical shift. Use of the fixed mode and
the optimised molecular mechanics structures gave the Dd

values shown in Table 2. Clearly, the MM3 structure matches
the experimental CIS values much more closely than the
OPLS and AMBER structures.

We also used the search mode to find the conformation for
which the calculated CIS values best match the experimental
values. The two individual molecules were built with Macro-
model and the energy was minimised with the MM3 force-
field, and these two structure files were used as the input. The
molecules were allowed to translate (�10 �) and rotate
(�1808) relative to one another, and Figure 8 shows the
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Figure 8. Torsion angles that were allowed to vary in the GA conforma-
tional search on the zipper complex.

torsion angles that were allowed to vary (�1808). The six
NOE constraints shown in Figure 5 were introduced with dNOE

set to 5 �. With a population of 200, a windowed search
converged to a fitness of 18 after 3000 generations giving the
structure shown in Figure 9 (RDd� 0.010 ppm). The Dd values
for individual signals are listed in Table 2: all agree with the
experimental values to within 0.1 ppm. The optimised NMR
structure is essentially identical to the MM3 structure (Fig-
ure 9): the only difference is in the orientation of one of the
central aromatic rings of the bisaniline component of the
complex, but all four edge-to-face aromatic interactions are
clearly present. This confirms that the conformation illus-

trated in Figure 5 best repre-
sents the solution structure of
this complex.

Conclusions

We have developed software
for calculating complexation-
induced changes in 1H NMR
chemical shift for supramolecu-
lar complexes, and shown how
these data can be used for
supramolecular structure deter-

Figure 9. The optimised NMR structure of the zipper complex super-
imposed on the MM3 structure.

mination in solution. The approach has been validated for a
system for which we have an X-ray crystal structure to
compare with the optimised NMR structure, and the agree-
ment is remarkably good. The systems discussed here are
relatively rigid and have a limited number of functional
groups. It remains to be seen how well the method will work
for more complex and more flexible systems.[10±12] However,
the results presented show that for some systems at least, the
method provides a powerful tool for determining high-
resolution three-dimensional structures of supramolecular
complexes in solution.
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